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Abstract

In this work, the RGB-D video stream is captured from Microsoft's V2 Kinect, and is used for alignment and super pixel segmentation. We found an effective method to align the RGB-D video stream. Then the aligned depth video stream is optimized by the joint-bilateral filtering algorithm. The 3D scene can be reconstructed by the time and space alignment of the RGB-D video stream. Moreover, we proposed a new segmentation method for RGB-D video stream, which uses the K-means clustering method to produce super pixels. For the first time, we introduce the optical flow information of the video stream into super pixel segmentation. With the position, color, depth, and the optical flow information between the front and back frames of the color video, our new algorithm can make a more accurate super pixel segmentation. Finally, we do several experiment to demonstrate the effect of augment method.
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1. Introduction

Now the application of stereo vision is very wide, it can be used in aviation and remote sensing measurement, industrial automation and mobile robot automatic navigation, medical and health industry, and other fields. In 2010, Microsoft launched the Kinect camera. With it, the game players will play the somatosensory game. Why does the Kinect camera\cite{4} has such a super power? The reason is that it integrates two kinds camera of: color camera and depth camera. Through the RGB-D video stream alignment, it can reconstruct the real scene to playing the game.

Image segmentation divides an image into regions which fulfill two criteria: intra-region similarity and inter-region dissimilarity. The super pixel segmentation focuses on intra-region similarity, possibly dividing an image into more segments than necessary. Such an over-segmentation greatly reduces scene complexity and can be used as the basis of advanced and expensive algorithms\cite{1}.

The alignment of the RGB-D video stream can be used for 3D scene reconstruction. Super pixel segmentation of video frame can be applied in pattern recognition, target identification and tracking applications.

1.1. Our work

In this paper, we captured the RGB-D video stream from the Microsoft's V2 Kinect binocular camera, and then align the depth video stream with the color video stream in time domain and space domain to reconstruct the 3D scene. In the process pipeline, we augment the DASP\cite{1} method with the inter-frame information. Finally we show several experimental result to demonstrate the effect of our augment method, and it shows that our algorithm works well and can achieve perceptually better segmentation result.

1.2 Main contributions

We present an alternative effective solution for alignment and segmentation for RGB-D video stream. The contribution of this paper is:

(1) We found an effective alignment method for RGB-D video stream, and employ the joint bilateral filtering algorithm to optimize the depth video stream.

(2) On the basis of the DASP\cite{1} algorithm, we proposed a new super pixel segmentation algorithm for the RGB-D video stream.

(3) The optical flow information between the video frames is first introduced into super pixel segmentation for moving objects in video.

2. Related work

The super pixel segmentation problem have been under intensive study, and now there are many super pixel...
2.1. About the RGB–D image alignment

Since two camera in the Kinect displaced side by side, the color and depth videos stream capture different views of the same scene. In order to align the color image and the depth image, it is need to set up the geometric model of the camera, and need to obtain the camera parameters. In the geometric model of the camera, there exist four coordinate systems: world coordinate system, camera coordinate system, pixel coordinate system and image coordinate system. The relationship between these four coordinate systems is shown in figure 1.1[16]:

![Figure 1.1 The relationship of coordinate systems](image)

(1) The world coordinate system \((X_w, Y_w, Z_w)\) is a user defined 3D space coordinate system, used to describe the coordinate position of objects in 3D space.

(2) The origin of the camera coordinate system \((X_c, Y_c, Z_c)\) is the optical center of the camera, \(Z_c\) axis and the camera's optical axis coincide and perpendicular to the imaging plane, \(X_c, Y_c\) axis respectively parallel with the image coordinates of \(x, y\) axis, \(O_cO\) is \(f\) the focal length of the camera.

(3) The third one is the pixel coordinate system \((u, v)\). Its origin is the upper left corner of the image, and its unit is pixel.

(4) The forth one is the image coordinate system. Its origin is the center of the image, and it is a physical coordinate system with unit of millimeter (mm).

Only establishing the geometric model of the camera, the color image and the depth image can still not be aligned. We do not know the relative position of these two cameras, and cannot convert the coordinate position from the pixel coordinate system to the world coordinate system. Therefore, it is need to obtain the internal and external parameters of the color camera and the depth camera. Zhengyou Zhang in 1998 proposed “a flexible new technique for camera calibration”[7], he used a calibration board to calibrate the color camera and the depth camera, and then estimated the intrinsic and extrinsic parameters of the camera. The basic principle is to establish the imaging model of the camera. The camera's internal and external parameters is calculated using the least squares method according to the relationship between the coordinates of the calibration plate in the three-dimensional coordinate system and the coordinates of the same calibration plate in the pixel coordinates system.

After the geometric model of camera is established and the internal and external parameters of the camera is acquired, the depth image can be aligned to the color image by means of coordinate transformation. The process of image alignment is as follows:

(1) Using the relationship between the pixel coordinate system of depth image and its image coordinate system, the depth image is converted from the depth pixel coordinate system to depth image coordinate system;

(2) Applying internal parameters of the depth camera, the pixels coordinates of the depth image is changed to the depth camera coordinate system;

(3) Then we convert the depth image from the depth camera coordinate system to the color camera coordinate system, by utilizing external parameters of the depth camera and the color camera;

(4) The internal parameters of the color camera was employed to transform the depth image from color camera coordinates to the color image coordinate system;

(5) Finally, the depth image is mapped to the pixel coordinate system of color image according to the relationship between the pixel coordinate system of color image and its image coordinate system;

With step (1)-(5), we can convert a depth image from the pixel coordinate system of a depth image to the pixel coordinate system of the color image, which can realize spatial alignment between the depth image and color image. Using the Microsoft V2 Kinect device to get the RGB-D video stream, aligned frame by frame, as a result, the whole RGB-D video stream can be aligned in space. The specific process of image alignment is shown in the 3.3 chapter.

2.2. Image filtering

The depth image captured from Microsoft's V2 Kinect contains a lot of noise. These noises will seriously affect the quality of the image, bring obstacles to image analysis.

Some filtering algorithms can be used to remove these noises. There are a lot of Image filtering (denoising) algorithm, Such as Gauss filter, mean filter, median filter, maximum uniformity filter, wavelet domain filtering, joint bilateral filtering, etc. Compared with these filtering algorithms, the joint-bilateral filtering algorithm[5] can
2.3. Super pixel Segmentation

The super pixel segmentation divides the pixels into several meaningful regions, which is used to replace the rigid structure of the pixel grid. Now there are a lot of super pixel segmentation algorithm, such as SLIC[3], DASP[1]. SLIC algorithm is proposed in 2011 by Radhakrishna Achanta et al. It is a super pixel segmentation algorithm using K-means with the spatial domain and color domain as coefficients. DASP algorithm is proposed in 2012 by David Weikersdorfer et al. This is also a super pixel segmentation algorithm using K-means. The difference between DASP and SLIC algorithm is the input data. The input of SLIC algorithm is only the color image, but the DASP’s input is both the color image and the corresponding depth image. The above algorithms has the problem of image segmentation, image texture and information loss. In this paper, we adapt the DASP algorithm by making full use of the optical flow information in the video frames. With the improve algorithm, we can achieve more accurate segmentation of the moving object.

3. Alignment of RGB-D Video Stream

RGB-D video stream was captured using the Kinect and then carry out the time alignment on the video stream. After Invalid depth points were removed, the RGB-D video stream is spatially aligned. Then the depth video flow is optimized by applying the joint-bilateral filtering algorithm[5], that is, repaired the "holes" in the depth video frames. After the RGB-D video stream having been optimized, we can carry on the super pixel segmentation algorithm on it. Figure 3.1 shows the process steps of this paper.

![Figure 3.1 The process steps of our algorithm](image)

The color video stream and the depth video stream captured from Microsoft V2 Kinect camera is not aligned. The alignment of video stream contains two aspects: time and space alignment. For the spatial alignment, we should choice which coordinate system as the target one: depth camera coordinate system or color camera coordinate system or other else[2]. Whatever camera coordinate system is choose as target one, seemly no means to avoid of the semi occluded region[12]. Since we hope the color image is more reliable, we select the color camera coordinate system as the target one, and then using projection methods, the depth frame is aligned to the color frame. The information of color image is enhanced by using the aligned depth image.

3.1. Camera Calibration

In order to project depth image to color image, firstly, we should calibrate camera to get the internal parameters and external parameters for the color camera and the depth camera. Since the difference between the color camera and depth camera is very small, the system deviation of Kinect depth camera can be ignore. Although there existing more advanced calibration methods, according to the experience of camera parameters calibration, it is reliable that the internal and external camera parameters are obtained by the basic calibration. We employ Zhengyou Zhang method[7] to obtain the internal and external camera parameters.

3.2. Remove Invalid Depth Pixels

In depth image from Kinect, the depth value of the pixel on an object edge is not reliable. In order to improve the accuracy of depth image, it is necessary to remove the invalid depth values. Firstly, image edge is detected using the Sobel operator. Secondly, the depth gradient along the detected edge is calculated through the calculation of the Sobel approximation of the 3*3 matrix. Then filter out the invalid depth value by a gradient threshold. Generally, the gradient threshold should choice from the range [100,200] (unit mm). Note that the threshold is too small will filter out reliable depth value, and will distort the geometry of the object; the threshold is too general in the depth map leave too many invalid depth value. Empirically, this paper uses a threshold of 150 mm.

3.3. Time Alignment of RGB-D Video Stream

RGB-D video frames captured from the Microsoft V2 Kinect is not one-to-one corresponding in time. With the SDK for Microsoft Kinect, using the function Color Basic-D2D and Depth Basic-D2D we can only obtain the color image and depth image, not the RGB-D video stream. In order to get the RGB-D video stream, this paper modifies these two SDK functions to capture the RGB-D video stream. In order to ensure that the frames of RGB-D video stream is synchronized in time, the color video frame and the depth video frame are stored in the memory.
3.4. Spatial Alignment of RGB-D Stream

Since the color camera and depth camera are not in the same position, there is a parallax between them, which also led to that the color video frame and depth video frame's pixels is not one-to-one corresponding in space. In order to get the depth value of each pixel in the color frame to reconstruct the scene of RGB-D video, the RGB-D video stream need to be aligned[6]. Frame by frame aligned the RGB-D video stream can be aligned to the color frame, so as to get the depth value of each pixel in the color frame's pixels is not one-to-one corresponding in space. In the experiment, the running memory used by the computer is 16G. If saving the RGB-D stream to hard disk, the program does not need a very large memory. However, saving data to disk is very slow; it will seriously reduce the RGB-D video frame rate. By using the improved acquisition of RGB-D video stream program, the color frame and depth frames of the captured RGB-D video stream is one-to-one corresponding in time.

The corresponding relationship between the image coordinate system and the pixel coordinate system can be expressed by the following vector and matrix.

\[
\begin{bmatrix}
  u \\
  v
\end{bmatrix}
= 
\begin{bmatrix}
  \Delta x & 0 & u_0 \\
  0 & \Delta y & v_0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  x \\
  y
\end{bmatrix}
\] (3.1)

Where \((u, v)\) represents a point in the pixel coordinate system. The point \((u_0, v_0)\) is the original point of the pixel coordinate system. \(\Delta x, \Delta y\) represents a pixel's scale unit along \(x, y\) axis in the image coordinate system. The \((x, y)\) represents point in the image coordinate system correspond to \((u, v)\).

The corresponding about the image coordinate system and the camera coordinate system is formulate by the following vector and matrix:

\[
\begin{bmatrix}
  X_c \\
  Y_c \\
  Z_c
\end{bmatrix}
= 
\begin{bmatrix}
  f & 0 & 0 & 0 \\
  0 & f & 0 & 0 \\
  0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
  X_e \\
  Y_e \\
  Z_e
\end{bmatrix}
\] (3.2)

Where \(f\) is the focal length of the camera, \((X_e, Y_e, Z_e)\) is the coordinate of a point in the camera system correspond to the point \((x, y)\) in the image coordinate system, \(Z_e\) represents the depth value of the point \((u, v)\) the pixel coordinate system.

The formula(3.3) shows the relationship of the camera coordinate system and the world coordinate system.

\[
\begin{bmatrix}
  X_c \\
  Y_c \\
  Z_c
\end{bmatrix}
= 
\begin{bmatrix}
  R & T \\
  0 & 1
\end{bmatrix}
\begin{bmatrix}
  X_e \\
  Y_e \\
  Z_e
\end{bmatrix}
\] (3.3)

Where \(R\) is a 3*3 rotation matrix, \(T\) is 3*1 translation matrix. Using the above formulation, can convert a point in the camera coordinate system to the world coordinate system.

Combined the formulation (3.1), (3.2), (3.3), we will obtain the following equation:

\[
\begin{bmatrix}
  u \\
  v
\end{bmatrix}
= 
\begin{bmatrix}
  \Delta x & 0 & u_0 \\
  0 & \Delta y & v_0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  f & 0 & 0 & 0 \\
  0 & f & 0 & 0 \\
  0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
  X_e \\
  Y_e \\
  Z_e
\end{bmatrix}
\] (3.4)

Where \(\begin{bmatrix}
  f_x & 0 & u_0 \\
  0 & f_y & v_0 \\
  0 & 0 & 1
\end{bmatrix}\) represents the camera’s internal parameters, \(R\) is a rotation matrix, \(T\) is a translation matrix, \(R, T\) represents the external parameters of the camera.

The rotation matrix \(R\) and the transfer matrix \(T\) can be obtained by camera calibration of the relative position of the color camera and the depth camera. Therefore, the point in the depth camera coordinate system can be transformed into the color camera coordinate system by applying \(R\) and \(T\) transform. United formula (3.1) and (3.2), we can draw a conclusion that color camera coordinates of points multiplied by the color camera internal parameters, we can get the color image pixel coordinates of the point.

According to the above steps, the depth of the RGB-D video stream can be aligned to the color frame, so as to realize the spatial alignment of the RGB-D video stream.

4. Filtering and Super Pixel Segmentation of RGB-D Video Stream

4.1. Joint-bilateral Filtering

After removing invalid depth pixels, the depth image will have some holes. Since the resolution of original depth image is smaller than that of color image, the aligned depth
image will have more holes. At the same time, the depth image from the V2 Kinect has many noise points and the quality of depth image is affected by these noises. In order to repair the holes on the aligned depth video stream frames and improve depth video stream quality, in this paper, we use the joint-bilateral filter algorithm[5].

Joint-bilateral filtering algorithm has two kernel functions, respectively in the space domain of the depth image and the color domain of the color image. Filtering by this algorithm, it can complement the holes and reduce noise in the depth image. The input of the joint-bilateral filter is the color image and the aligned depth. The noise in the depth image. The input of the joint-bilateral filter is the color image and the aligned depth. The calculation formula is as follows:

$$\text{Depth}(X) = \frac{1}{w} \sum_{y \in N_X} w_c \ast w_s \ast d(y) \quad (4.1)$$

$$w = \sum_{y \in N_X} w_c \ast w_s \quad (4.2)$$

$N_X$ is a first order neighborhood of $X$, and $y$ is a point in the neighborhood. $w_c$ is linear correlation with pixel space, the greater the distance the less of correlation, the smaller weight $w_c$. $w_c$ is related to the pixel color, the more similar the color is, the more of correlation and the greater the weight $w_c$. $w$ is the product of $w_c$ and $w_s$. Make joint use of $w_c$ and $w_s$, it achieve the affections of smoothing image and edge preserving.

The calculation formulas for $w_c$ and $w_s$ are as follows:

$$w_c(i,j) = \exp \left( - \frac{(C(i,j) - C(x,y))^2}{2\sigma_c^2} \right) \quad (4.3)$$

$$w_s(i,j) = \exp \left( - \frac{(I(i,j) - I(x,y))^2}{2\sigma_s^2} \right) \quad (4.4)$$

Where, $C(x,y)$ is the color of neighborhood center point $(x,y)$, $C(i,j)$ is the color of point $(i,j)$ in that neighborhood, $\sigma_c$ and $\sigma_s$ is standard deviation of the Gaussian function.

Each pixel in the depth image needs to be filtered. When the neighborhood area is relatively large, the computational pressure of the program will rise up very soon. In order to raise the computational efficiency of the program, we employ the coarse-to-fine technology to improve the running efficiency of the program, by filtering the image at multilevel and multi-resolution.

Following will give a briefly review the each step of the method[2]. The method uses images of $n$ level resolution, 0 to the n-1 level is from high to low resolution. Each level $k$ has two inputs and one output, which has the same resolution. The input is color image $C_k$ and the aligned depth image $D_k$, and the output is the depth $F_k$ whose hole has been repaired.

In n-1 layer, having the low resolution, the input is the aligned depth image and color image. The output $F_{k-1}$ is obtained by using joint bilateral filter algorithm, which is optimized depth image and its holes is repaired. Except the n-1 layer, all the other layers are calculated by the following steps:

- By selecting a pixel sequentially in the X axis and the Y axis every $g$ pixel, the color image $C_k$ and depth image $D_k$ is down sampled respectively into the $C_{k+1}$ and $D_{k+1}$, which is then used as the input of the k+1 layer for continuous down sampling. After all of the lower layers having been optimized recursively, K + 1 layer will get the optimized depth image $F_{k+1}$.

In the K + 1 layer, repairing the holes of $D_{k+1}$, and obtain an optimized depth image $F_{k+1}$. Then the $F_{k+1}$ is up sampled to complement the depth image $U_k$ in the K layer. The up sampling is reverse progress of down sampling.

In the n-1 layer, also using the joint bilateral filter, complementing the depth image $D_{n-1}$, and generate the output $F_{n-1}$. Then the $F_{n-1}$ is up sampled to complement the depth image $U_{n-2}$ in the n-2 layer.

By make use of the joint-bilateral filtering and the use of coarse-to-fine technology to accelerate the progress, we can be more efficient to get a higher quality and well-aligned depth video stream.

### 4.2. Optical Flow

Optical flow is a 2D vector field, where each vector represents motion displacement vector of a pixel point from the current frame to the next frame. The arrow indicate the direction of moving objects, while the size of the arrow can also indicate the speed of physical movement.

In this paper, we use the optical flow information between the color video frames to enhance the image segmentation, which makes the image segmentation more accurate.

There are many kinds of methods to calculate the optical flow, for example, the Lucas-Kanade method[9] is to calculate the optical flow of some point sets. Horn-Schunck method[8], Machieal Black method[10] and Farneback Gunnar method[11], these three methods can calculate the dense optical flow, that is, for each pixel points are calculated optical flow. By contrast with Horn-Schunck method and Farneback Gunnar method, the method of Black Machieal is higher in the accuracy of the optical flow and is more efficiency of calculation. Therefore, we choose the Black Machieal method to calculate the optical flow.

### 4.3. Super Pixel Segmentation Algorithm

The super pixel segmentation algorithm in this paper is an improvement of the DASP[1] algorithm. Similar to the DASP algorithm, the improved segmentation algorithm also uses the K-means method to cluster the pixels in color image. DASP algorithm uses a vector $F$ to represent the property of pixels, the vector contains the location of the pixel point, color and depth. In our augmented algorithm, we add an element (pixel optical flow) to the vector in the vector $F$. After the optical flow being introduced, the segmentation of moving objects in depth video stream is more accurate. The in improved segmentation algorithm
consists of three steps, the first step is to select k super
pixels, the second step is to calculate to determine each
center point of the image belongs to which super pixel, and the
third step is to get the mean value of each super pixel, so
generating new super pixels.

In order to get the initial k super pixels, all of the first
is to calculate the density of the depth image. Assuming
that the super pixel is a circle disc with a radius of R, where
the coordinates of center point is \((i, j)\), the depth value is
\(D(i, j)\), \(f\) is the focal length of the depth camera. Using
the pinhole model, this super pixel is projected onto the image
plane. The radius \(r\) of the projected image plane can be
computed by the formula (4.5):

\[ r(i, j) = \frac{f}{D(i, j)} R \]  

(4.5)

For points that are not parallel to the image plane, it
need to be calculated with the slope of these points relative
to the image plane. We can use the depth gradient \(\nabla D(i, j)\) as
an approximation slope. So the area of projection area in
the image plane can be obtained by the formula (4.6):

\[ A(i, j) = \frac{r(i, j)^2 \pi}{\sqrt{\nabla D(i, j)^2 + 1}} \]  

(4.6)

The super pixel density can be defined as:
\[ \rho(i, j) \propto \frac{1}{A(i, j)} \]. According to the density of the depth image, the
center of k super pixels can be found.

The initial segmentation does not guarantee that the
super pixels are segmented along the edge of the texture.
In order to respect the texture edge of the image, it is need
to determine each pixel of the image belongs to which
super pixel. Using formula (4.7) to calculate the weight:

\[ Weight = W_p + W_c + W_d + W_{uv} \]  

(4.7)

\[ W_p = k_1 * (p1 - p0)^2 \]  

(4.8)

\[ W_c = k_2 * (c1 - c0)^2 \]  

(4.9)

\[ W_d = k_3 * (d1 - d0)^2 \]  

(4.10)

\[ W_{uv} = k_4 * (uv1 - uv0)^2 \]  

(4.11)

Where \(k_1, k_2, k_3, k_4\), respectively, represents the
position, color, depth, optical flow coefficient. \(p1\) is the
coordinates of the current pixel, \(p0\) is the coordinates of
super pixel; \(c1\) indicates the color of the current pixel,
\(c0\) indicates the color of super pixel; \(d1\) is the depth of
the current pixel, \(d0\) is the depth of super pixel; \(uv1\)
represents optical flow of the current pixel. \(uv0\) represents
optical flow of super pixel. Note that the \(Weight\) is to
represent the weight of super pixels, which is calculated by
(4.7).

When the pixel's \(Weight\) is smaller than the super
pixel's weight, the pixel belongs to the super pixel, otherwise,
its does not belong to it. In order to determine all
the pixels of a special super pixel, it is need to traverse
the entire image. Obviously, if the number of super pixels is
too many, then the number of iterations would be very
large, so that the performance of the program is relatively
low. With the observation that only the pixels near the
super pixel has relatively large in correlation, and it is very

5. Experimental Results and Analysis

Using the above process pipeline in this paper, CPU is
the Intel (R) Xeon (R) CPU E3-1240 V2, memory is 16GB,
operating system is Windows7, the software environment
is Open CV, Visual Studio 2012 and Matlab R2015a. In
order to verify the correctness of the algorithm, we do some
experiments with data set from the video from Kinect V2
and data set from DASP[1].

**Experiment 1:** Firstly, convert the coordinates of
points in both the color image and the depth image into the
color camera coordinate system. Thus, we got a point cloud
in the color camera coordinate system. The aligned point is
colored with the color from the color image, and we got a
colored point cloud. By comparing the original color
image (left) and aligned point cloud (right), we can found
that the alignment effect of the color image and the depth
image is very well. As show in figure 5.1.

**Experiment 2:** The experiment check the effective of
hole-repairing algorithm.

![Figure 5.1 Alignment Effect of Hand Point Cloud. (a) original color image, (b) Alignment Well with Depth Image. The point where absent depth information is assigned with blue color.](image)

![Figure 5.2 Repairing holes of deep video stream. (a) original deep image, (b) removed the invalid depth point, (c) the aligned deep image, (d) the optimized result. As we can see that the](image)
After the depth image aligned to the color image, some pixel of the color image will have no corresponding depth value. That is, there exist some “holes” in the depth image.

In Figure 5.2, using the human hand data set captured from Microsoft V2 Kinect, shown that our hole repairing methods works very well. The sub figure (b) shows there exist much holes after removing the invalid deep points, and from (c), we can see much more holes after alignment. The sub figure (d) shown that the image quality has improve much more after using the joint-bilateral filtering algorithm.

**Experiment 3:** In this experiment, we demonstrate our improved super pixel segmentation by comparing the segment result with DASP algorithm and SLIC algorithm.

In the figure 5.3, it is the segmentation result of using data set of human body captured by Microsoft’s V2 Kinect. The result of SLIC algorithm, shown as sub figure (b), is lack of sense of hierarchy which may make the body and hand in the same block. As we can see from sub figure (c), DASP algorithm will lose some image information and the edge is relatively rough. Sub figure (d) is the result of our improved segmentation algorithm. In comparison, our segmentation is more accurate, and there is less loss of image.

**Experiment 4:** In this experiment, we use the data set from DASP[1] to verify the segmentation effect.

In following figure 5.4, is the result from the hand data from Microsoft’s V2 Kinect, also shown that (b) the SLIC algorithm got a fuzzy edge of the hand and has destroyed the texture of the original image,(c) the result of DASP algorithm lose many image information. By contrast, our improved method (d) can keep more of the original image information and got a more accurate edge of the hand.

**Figure 5.4** Super pixel segmentation for human hand RGB-D video stream. (a) original image, (b) result of SLIC algorithm, (c) result of DASP algorithm, (d) and result of ours. Our method can keep more of the original image information and got an accurate edge of the hand.

In figure 5.5, it is obvious shown that (b) the SLIC algorithm is poorly to handle the object edge and has destroyed the texture of the original image,(c) the result of...
DASP algorithm lose image information and the edge of object is not very clear. By contrast, our improved method (d) can keep much more of the original texture information and the edge is more accurate.

6. Conclusion and discussion

In this work, we established a pipeline to align the RGB-D video stream and perform super pixel segmentation algorithm on it. Based on DASP algorithm, we introduced the optical flow information of the video stream into super pixel segmentation. Through the experiment result analysis, our method works well and make a more accurate super pixel segmentation. Although the improved video stream super pixel segmentation algorithm is more accurate, but there are many smaller super pixels on the edge, so the super pixel segmentation algorithm can still be improved by makes larger super pixel block on the edges of objects.
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